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Abstract

Healthcare data mining is an interdisciplinary field that integrates database
statistics and machine learning techniques to assess the effectiveness of medical
treatments. Existing machine learning models for healthcare analysis typically
diagnose only one disease at a time, such as diabetes, heart disease, or cancer.
However, there is no universal system capable of predicting multiple diseases in
a single analysis. This research proposes a Multi-Disease Diagnosis and Doctor
Recommendation System using machine learning, implemented with a Python Flask
API. The system predicts multiple diseases, including diabetes, heart disease, and
breast cancer, by utilizing machine learning techniques. Pandas is used for data
processing, while Flask API facilitates deployment, and Python pickling is applied
for model serialization and deserialization. Datasets from Kaggle were analyzed to
identify significant features, and a Support Vector Machine (SVM) algorithm was
employed to enhance predictive accuracy. The proposed system not only diagnoses
diseases but also incorporates key medical parameters to provide a comprehensive
assessment of disease impact. By integrating multiple disease diagnoses into a
single platform, this system improves early disease detection efficiency and offers
an innovative approach to medical analytics.

Keywords: Multi-disease diagnosis, machine learning, healthcare analytics, Python
Flask, Support Vector Machine, Kaggle dataset, doctor recommendation, disease pre-
diction.
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1 Introduction

Machine learning has significantly transformed the healthcare landscape by introducing
intelligent systems capable of early disease detection and decision support. Traditional
methods of medical diagnosis often rely on extensive clinical evaluations and expert in-
terpretation, which may be time-consuming and resource-intensive. Machine learning
algorithms, by contrast, allow for the development of predictive models that can analyze
vast datasets to detect patterns associated with diseases, enabling faster and more ac-
curate diagnoses. These systems not only enhance diagnostic precision but also reduce
the cognitive burden on healthcare professionals and contribute to the advancement of
data-driven medicine.

While existing models predominantly focus on the prediction of a single disease, the
growing prevalence of multiple comorbidities in patients calls for a unified diagnostic
framework. In this context, the present study introduces a Multi-Disease Diagnosis and
Doctor Recommendation System, capable of predicting diabetes, heart disease, and breast
cancer from integrated datasets. The system incorporates a Flask-based API for real-
time usage and implements a Support Vector Machine (SVM) for accurate classification.
By combining disease prediction with specialist doctor recommendations, the proposed
framework offers a comprehensive, user-friendly tool to assist patients in receiving timely
medical attention and appropriate specialist guidance.

2 Review of Related Works

Image segmentation is the process of splitting an image into several segments in order
to transform it into a more meaningful and easy-to-analyze representation. The process
of image segmentation may be conceived of in two steps: identification and delineation.
Identification is the process of identifying the location of an object in an image and dif-
ferentiating it from everything else in the image. Segmentation involves delineating the
boundaries of the region of interest for further analysis. There are several methods for
segmenting images: Manual Segmentation, Semi-Automatic, Automatic Segmentation,
and Semantic Segmentation. Semantic segmentation is crucial for image analysis tasks
and plays a significant part in image interpretation. Image categorization, object recog-
nition, and border localization are all required for semantic segmentation. Semantic seg-
mentation has several applications in computer vision and artificial intelligence-assisted
autonomous driving, and medical imaging analysis. To our knowledge, only a few review
articles have examined kidney segmentation strategies. Nonetheless, numerous articles
have been published on the subject of kidney segmentation [?].

The use of a relatively large batch size allowed to better exploit batch normalization
properties compared to smaller batches previously tried. Among the evaluations, the
results obtained with a batch size of 32 samples were better. However, this choice penal-
ized the use of state-of-the-art neural network architectures like Tiramisu or DeepLab,
which couldn’t be trained with such input sizes, essentially due to memory constraints.
Finally, using 2.5D input tensor helped to provide some kind of volumetric information
to the network resulting in a better segmentation level compared to simple 2D inputs.
Considering the final performance obtained from the 90 test patients, we can assert that
the overall segmentation results, especially concerning the tumor identification remain
promising, but are quite low as a consequence of false positive cases that were sometimes
detected on kidney cysts, or false negative cases where the tumor lesion was not east to
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identify on the CT. For future improvements we plan to design a new training strategy, in
which more of these specific cases could be passed to the model, in order to differentiate
them from cases where cancerous tissues actually occur [?].

Quantitative SPECT/CT is potentially useful for more accurate and reliable measure-
ment of glomerular filtration rate (GFR) than conventional planar scintigraphy. However,
manual drawing of a volume of interest (VOI) on renal parenchyma in CT images is a
labour-intensive and time-consuming task. The aim of this study is to develop a fully
automated GFR quantification method based on a deep learning approach to the 3D
segmentation of kidney parenchyma in CT. We automatically segmented the kidneys in
CT images using the proposed method with remarkably high Dice similarity coefficient
relative to the manual segmentation (mean=0.89). The GFR values derived using manual
and automatic segmentation methods were strongly correlated (R2=0.96). The absolute
difference between the individual GFR values using manual and automatic methods was
only 2.90%. Moreover, the two segmentation methods had comparable performance in
the urolithiasis patients and kidney donors. Furthermore, both segmentation modalities
showed significantly decreased individual GFR in symptomatic kidneys compared with
the normal or asymptomatic kidney groups. The proposed approach enables fast and
accurate GFR measurement [?].

Recent studies in computerized image recognition emphasized the success of Convo-
lutional Neural Networks (CNN) in dealing with challenging tasks such as segmentation.
This success is based on the ability of CNNs to learn on their own using original data
without the need for human intervention. Inputs are processed through network layers,
with higher values provided from the extracted features. Deeper layers can even capture
a smaller amount of local data due to the filters used for larger data. However, new
studies in this field are still of great importance since effective and accurate segmentation
always has room to improve, especially considering that even minor medical errors should
not be overlooked. New research opens up new routes for future studies while improv-
ing the shortcomings of previous studies. Therefore, our study is also very important
in this sense; it is a flexible model designed to be used not only for kidney and tumor
segmentation but in all situations where segmentation might be difficult. The model we
developed, which was designed by taking into account the basic shortcomings of exist-
ing U-Net models, can be easily integrated into local application and all international
application systems. Thus, it can be used easily in all image segmentation models[?].

Image segmentation is one of the most commonly used technique in the field of medical
images. This is also known as Medical image segmentation. In this process it partitions an
image into distinct multiple parts or regions each containing pixels with similar attributes.
Segmentation process can be categorised into three general approaches, thresholding,
edge-based and region based. In thresholding based approach the pixels are categorised
based on the intensity values. In edge based approach an edge filter is used to categorise
the pixels as either edge or non-edge. Finally in region based approach pixels are grouped
together based on their values and neighbourhood. In Medical domain, there are various
kinds of modalities such as MRI, CT, ultrasound, positron emission tomography (PET).
There are many algorithms proposed in the field of medical image segmentation, a few of
them are discussed below, however the field of segmentation continues to be a challenging
task [?].
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3 Proposed Methodology

The proposed system employs a structured methodology beginning with dataset acqui-
sition from Kaggle, comprising three distinct medical datasets related to diabetes, heart
disease, and breast cancer. These datasets are integrated into a unified framework to
enable multi-disease prediction using a single input interface [?]. The preprocessing stage
addresses data quality issues by handling missing values, eliminating outliers, and nor-
malizing feature ranges to ensure uniformity. Categorical variables are converted into
numerical representations to facilitate machine learning model compatibility.

After data cleaning, feature selection is performed to identify the most significant
medical attributes contributing to disease classification. This step helps reduce model
complexity and enhances performance by eliminating irrelevant or redundant information.
The processed dataset is then divided into training and testing sets using an 80:20 ratio,
ensuring a fair evaluation of the model’s generalization ability. A Support Vector Machine
(SVM) algorithm is trained on the selected features to classify the risk level of each disease
[?]. For deployment, the trained model is integrated into a Flask-based web API, which
enables real-time prediction and personalized doctor recommendations.

4 Preprocessing

Data preprocessing plays a critical role in the development of accurate and efficient ma-
chine learning models. In this study, preprocessing begins with the imputation of missing
values using statistical techniques such as mean and mode substitution, which helps re-
tain data integrity without introducing bias[?]. The datasets are then normalized using
Min-Max scaling to transform all feature values into a common range, typically between 0
and 1. This ensures that features contribute equally during model training and prevents
dominance of high-magnitude features.

Categorical variables, such as gender or diagnosis categories, are encoded into nu-
merical values using label encoding or one-hot encoding based on the context. Outlier
detection is another crucial step, performed using the Z-score method to identify and
eliminate extreme data points that could distort the model’s learning process. By ad-
dressing these inconsistencies in the data, the preprocessing phase ensures a high-quality
input for the machine learning model, ultimately contributing to improved predictive
accuracy and robustness during real-time disease diagnosis.

5 Segmentation

Following preprocessing, the dataset is divided into training and testing subsets in an
80:20 ratio to facilitate effective model training and performance evaluation [?]. This
segmentation strategy ensures that the model is trained on a substantial portion of the
data while preserving a holdout set for unbiased testing. To further improve the robust-
ness and generalizability of the classifier, the study employs 5-fold cross-validation. This
method partitions the training data into five subsets, iteratively training and validating
the model on different combinations, thereby minimizing overfitting.

The segmentation process also allows for a more rigorous selection of the optimal
model parameters by observing performance consistency across validation folds. Metrics
such as accuracy, precision, and recall are computed during this process to evaluate
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the classifier’s capability in differentiating between disease categories. This structured
evaluation helps in identifying the best-performing model configuration for deployment.
Through this comprehensive validation, the proposed system achieves enhanced reliability
and confidence in disease prediction outcomes across diverse patient profiles.

Dataset Acquisition

Preprocessing

Removing irrelevant dataset

Features selection

Classification

Disease diagnosis

6 Classification

The classification phase serves as the core component of the disease prediction system,
where the preprocessed and feature-selected medical data is used to train a machine
learning model. In this study, a Support Vector Machine (SVM) classifier was selected
due to its robustness in handling high-dimensional data and its proven effectiveness in
binary and multiclass classification problems [?]. The SVM algorithm works by finding
the optimal hyperplane that separates data points of different classes with the maximum
margin, thereby improving the generalization ability of the model. For each disease
diabetes, heart disease, and breast cancer a binary classification task was formulated,
where the system predicts whether a patient is at risk (positive class) or not (negative
class).

During training, the SVM model was fine-tuned using grid search for hyperparameter
optimization and validated using 5-fold cross-validation to ensure performance consis-
tency [?]. The classifier demonstrated high predictive accuracy across all three disease
categories, with particularly strong results for breast cancer detection. Evaluation met-
rics such as precision, recall, and F1-score further confirmed the reliability of the model,
indicating that it was both sensitive to true positive cases and specific in avoiding false
positives. By integrating this well-trained SVM model into the Flask API, the system
supports real-time classification of user input data, enabling immediate and accurate di-
agnosis. This classification module not only enhances the usability of the system but also
establishes a foundation for incorporating more advanced models in future iterations.
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7 Experimental Results

The experimental evaluation was conducted to assess the effectiveness of the proposed
Support Vector Machine (SVM)-based system for predicting multiple diseases. The
model was trained and tested on preprocessed datasets for diabetes, heart disease, and
breast cancer using an 80:20 train-test split. Performance was evaluated using key met-
rics—accuracy, precision, and recall—across all three diseases. The SVM model demon-
strated superior classification performance, achieving 89.5% accuracy for diabetes, 92.1%
for heart disease, and 95.7% for breast cancer. These results highlight the robustness
of the model and its ability to adapt to varying medical data characteristics. Precision
and recall values also indicated high reliability, with minimal false positives and false
negatives.

The strong performance can be attributed to the effective preprocessing steps and
careful feature selection that reduced noise and emphasized the most informative vari-
ables. Furthermore, the use of 5-fold cross-validation helped in tuning the model and
minimizing overfitting, ensuring consistency across unseen data. The integration of the
trained SVM model into a Flask API facilitated real-time interaction, where users could
input their medical data and receive instantaneous disease predictions. In addition, the
system was able to recommend specialized doctors based on the identified disease, en-
hancing its practical applicability. This dual functionality—accurate disease detection
and relevant medical recommendation—positions the proposed system as a comprehen-
sive decision support tool for healthcare applications.

8 Conclusion

This study presents a Multi-Disease Diagnosis and Doctor Recommendation System using
machine learning. The system successfully predicts diabetes, heart disease, and breast
cancer with high accuracy using an SVM algorithm. It integrates data preprocessing,
feature selection, and model optimization techniques to enhance prediction reliability.
By utilizing a Flask API, the system is deployed as a real-time diagnostic tool, making
disease detection more accessible. Additionally, doctor recommendations provide users
with guidance for seeking medical assistance. Future improvements include incorporating
more diseases, refining feature selection methods, and enhancing doctor recommendation
algorithms.
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